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Problems of False Negatives
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Problems of False Negatives

• Experiment:

– Comparing models: 
SimCLR[1], SupCon[2]

– Dataset: ImageNet 
with re-defined 
coarse to fine labels
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[1] T. Chen et al., “A Simple Framework for Contrastive Learning of Visual Representations”, ICML 2020
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More classes = Minor effects 
of the false negatives?



Incremental False Negative Detection

• Part 1: How to detect false negatives?
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Incremental False Negative Detection

• Part 2: How to remove the detected false negatives?

• Strategy 1: directly eliminate false negatives

• Strategy 2: treat false negatives as positives

5Tenth International Conference on Learning Representations 2022



Experiments

• Linear evaluation and transfer learning on three benchmarks
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Experiments

• Semi-supervised learning on ImageNet
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Experiments

• Object detection and instance segmentation on COCO

• Clustering quality on ImageNet
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