
➢ To analyze the effects of false negatives, we compare two frameworks:

➢ SimCLR [Chen et al., 2020]: Instance-level contrastive learning that trains with

false negatives.

➢ SupCon [Khosla et al., 2020]: Supervised contrastive learning that trains 

without false negatives.

➢ Experiments shows that for the datasets with more classes, there are 

larger performance drops due to the training with false negatives.
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➢ False Negative: the negative sample which shares a similar semantic 

meaning with the anchor.
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➢ Training with false negatives will adversely affect the self-supervised 

contrastive learning. [Saunshi et al., 2019]

Methodology

➢ Linear evaluation and transfer learning on three benchmarks:

➢ Semi-supervised learning on ImageNet:

➢ Object detection and instance segmentation on COCO:

➢ Clustering quality on ImageNet:

➢ Visualization of embedding space:

Experiments

Effect of False Negative Samples

➢ Part 1: How to detect false negatives?

➢ The images with the same pseudo label (assigned by clustering) as the 

anchor are detected as false negatives.

➢ We propose a strategy that uses pseudo labels in an incremental way.

➢ In the early, we only use a few labels and the learning is still like instance-

level contrastive learning.

➢ In the later, we use more high-quality pseudo labels to benefit from 

semantic-aware representation learning.

➢ Part 2: How to remove False Negative Samples?

➢ Instance-level contrastive loss is denoted as:

➢ We discuss two losses to remove the detected false negatives:

➢ Elimination loss directly eliminates the false negatives from training batch:

➢ Attraction loss treats the detected false negatives as positive samples:

➢ Both the theoretical and quantitative analysis show that attraction loss is more 

sensitive to noisy pseudo labels and unsuitable for self-supervised learning.

➢ Our paper:
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